Abstract—Modern power grid has evolved from a passive network into an application of Internet of Things with numerous interconnected elements and users. In this environment, household users greatly benefit from a prediction algorithm that estimates their future power demand to help them control off-grid generation, battery storage, and power consumption. In particular, household power consumption prediction plays a pivotal role in optimal utilization of batteries used alongside photovoltaic generation, creating saving opportunities for users. Since edge devices in Internet of Things offer limited capabilities, the computational complexity and memory and energy consumption of the prediction algorithms are capped. In this paper we forecast 24-hour demand from power consumption, weather, and time data, using Support Vector Regression models, and compare it to state-of-the-art prediction methods such as Linear Regression and persistence. We use power consumption traces from real datasets and a Raspberry Pi 3 embedded computer as testbed to evaluate the resource-accuracy trade-off. Our study reveals that Support Vector Regression is able to achieve 21% less prediction error on average compared to Linear Regression, which translates into 16% more cost savings for users when using residential batteries with photovoltaic generation.

I. INTRODUCTION

Internet of Things (IoT) is a collection of sensing and actuation that is supported by existing and growing Internet infrastructure [1]. As an application for IoT, Smart Grid aims to provide pervasive control for power grid [2]. This task is accomplished by creating intricate applications involving several elements in industrial and household environments. The edge devices in these systems consist of embedded computers that offer lower computational capabilities.

In addition to a shift in control potential, household users are now capable of generation and storage of electrical energy. For instance, the decreasing cost of solar photovoltaic devices has rendered them as one of the most economical off-grid generation methods [3], while other renewable energy sources such as wind are also used. The main challenge of integrating these sources is their intermittent and highly variable nature. The ability of batteries to act as generators as needed with volatile renewable energy resources can help smooth out the renewable output [4]. Researchers expect batteries to be more commonly used in houses to store energy generated by off-grid methods (i.e., solar PV or small wind turbines). This method can help reduce the dependency of users to the grid by increasing the consumption of locally generated energy from 30% up to 70% [5]. Evaluations show that battery storage is already economically viable for small PV systems under different future pricing scenarios, and it will become even more critical with the current trends in electricity pricing [6].

To optimally use batteries alongside renewable resources in a multi-tier pricing scheme, a fairly accurate prediction of household power consumption is required [4]. Smart Grid systems have millions of consumers and devices [7], it is technically challenging to implement these personalized algorithms centrally, i.e., with cloud based applications or by utilizing utility company’s infrastructure.

Household power profile follows a sporadic pattern which is difficult to predict [8]. We made an information theoretical analysis and showed that household demand prediction is expected to have very low accuracy due to the highly random human behavior (Section V-B1). However, we also show that any improvement in accuracy results in significant cost saving for the users by optimal battery utilization.

A local power prediction algorithm implementation is implemented at the house level and thus needs to use inexpensive edge devices, e.g. small embedded computers, to collect and process data. These devices tend to have limited memory and processing capabilities. This makes the prediction task even more challenging, as most of the previous works on household power prediction ignore computational complexity and local embedded implementation feasibility of their algorithms [9] [10]. We fill this gap by analyzing accuracy, training time, and energy consumption of state-of-the-art prediction algorithms such as Linear Regression (LR), and comparing them to Support Vector Regression (SVR) [11] models for 24-hour daily power demand forecast. To assure feasibility of local implementation for these models, we only use recent power consumption and weather data as inputs. Our study reveals that SVR is able to achieve 21% less prediction error compared to LR, while LR shows better scalability characteristics for larger training sets. We show how this increased accuracy translates into 16% more cost savings for users through solving the optimal load flow problem for households that use batteries to smooth out solar generation variability. Also, we investigate the resource requirement of these prediction algorithms by implementing the models on a Raspberry Pi 3\(^1\) device.

\(^1\)We choose this platform because it is available at low cost, widely used within similar works, and offers great software and community support [12].
II. RELATED WORK

A recent survey on electrical power demand forecasting by Hernandez et al. [8] classifies several methods for power consumption prediction. Their analysis scope mostly contains works focusing on aggregated power consumption, such as at city or country level. They also emphasize the challenge of prediction for individual users due to sporadic nature of time series. There are several other works which contain solutions for aggregated short-term load forecasting and models for aggregated short-term load forecasting. There are several other works which contain solutions for aggregated short-term load forecasting. However, the energy draw of each algorithm and models means that these methods can be implemented locally on edge devices.

Mateo et al. [16] and Edwards et al. [17] compare several machine learning algorithms by their capability to predict short term power consumption of a building. However, both these works lack analysis for computational demand of their algorithms, as well as cost savings. Furthermore, [17] is based on data from an experiment which simulates household occupancy with predefined behavioral patterns, which may not represent real household usage.

Logenthiran et al. [19] develop a day ahead demand side management algorithm which facilitates peak shifting in daily power profile. Their method does not involve savings from optimal battery usage, and study of limitations in embedded implementation is not covered. Wang et al. [20] present a power consumption prediction algorithm that is used alongside a control method for photovoltaic generation and batteries, but does not mention the computational requirement of their approach. Hoss et al. [21] describes the impact of power prediction on user’s actions and electricity cost, but they do not study the computational demand of their algorithm or whether the algorithm suits embedded environments. Their prediction requires one year weather data, which may not be readily accessible at the house level, and requires large data storage.

Support Vector Regression (SVR) [11] has been used in time series prediction algorithms spanning several application domains [22] [23]. However, the models are usually trained offline. Therefore, the processing and memory demand of algorithms are not thoroughly analyzed.

Bajaj et al. [24], Hsieh et al. [25], and Haigh et al. [26] propose methods for implementing support vector classification in resource limited environments, however error for a power prediction application (or any other regression scenario) as well as algorithm energy consumption is not discussed.

Even though power consumption prediction has been subject to several studies, the main focus has been on creating elaborate methods that achieve the highest level of accuracy possible within a dataset. However, we argue that simpler models that achieve lower accuracy levels can provide cost savings for residential users by optimizing energy consumption and battery storage. Lower computational requirement of these models means that these methods can be implemented locally on edge devices.

III. PREDICTION MODEL

Many residential control applications, such as the optimal battery economic dispatch problem, rely on prediction of future power consumption of the household [4]. In Section II we discuss different methods that can be used to accomplish this task. We choose linear regression (LR) as a basic prediction model and baseline. We select LR because of its simple and low complexity solution, and compare it with support vector regression prediction. The latter is capable of predicting non-linear usage patterns that are specific to each house. In this section we explain the implementation these methods.

The goal is to predict power demand profile \( P(d) \) during the course of day \( d \). This profile contains power predictions for every hour of a day. We use average power consumption of every hour in previous day and latest available weather data as inputs to our prediction model. To further tune our model we use time of day and day of week attributes to accommodate different usage patterns at different times. Equation (1) shows the general model that we seek to find.

\[
\hat{P}(d) = f(P(d-1), T, H, CC, DP, AT, ToD, DoW),
\]

where \( T, H, CC, DP, \) and \( AT \) correspond to weather data (temperature, humidity, cloud cover, dew point, and apparent temperature), \( ToD \) and \( DoW \) show time of day and day of week. \( P(d) \) consists of a 24th Markov order of 1-hour separated power consumption data, collected from day \( d \),

\[
P(d) = \{p_h(d,0), p_h(d,2), \cdots, p_h(d,23)\},
\]

where \( p_h(d,t) \) corresponds to power consumption at day \( d \) during hour \( t \). We use 24 separate models for each hour of the day, and train each model individually. By this mean, power consumption for every hour in day \( d \) is predicted by one of the 24 models with horizon between 1 hour to 24 hours. We need at least 24 models to be able to forecast power consumption throughout a full day.

To fully capture the dynamic nature of the usage pattern, we need to update the predictor function frequently. We define parameter \( L_{test} \) as the number of days that a model remains valid before getting updated with the newest available data. In each update, we use the past \( L_{train} \) days of data for training. We compare two methods for model training, linear regression (LR) and support vector regression (SVR), that are described in the following subsections.

A. Linear Regression (LR)

Linear regression (LR) model predicts \( \hat{P}(d) \) as a linear combination of all input variables. Equation (3) shows the general LR model. In this equation \( y \) is the predicted variable, which is defined as a linear combination of \( x_i \) predictors. The
goal in the training phase is to determine $\beta$ parameters that achieve lowest error.

$$\hat{y} = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + ... + \beta_n x_n$$

(3)

In this problem, the predicted variable is $\hat{P}(d)$ which is predicted using $p_h(d-1,t)$ data, weather data, and time. This simple model has been used in several applications to predict linearly dependant variables described in (1) and (2). Although household power consumption data may not be ideally described by a linear model, we use this prediction method as a baseline to compare improvements that can be achieved using SVR (section III-B).

B. Support Vector Regression (SVR)

Support vector regression is a prediction model that can extract linear or non-linear relations between input and output variables. The advantage of SVR over other models for prediction is that it minimizes the structural risk, as opposed to minimizing empirical risk or training error [11]. This results in better generalization to unforeseen data in the test phase.

1) Linear SVR: The relation between input and output of a linear model can be formulated as

$$f(x) = \langle w, x \rangle + b$$

(4)

where $x$ is input, $\langle .., .. \rangle$ corresponds to dot product, and $w$ and $b$ are the parameters that define the characteristics of the model [11]. In order to find these parameters we have to solve an optimization problem:

$$\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} (\xi_i + \xi_i^*) \\
\text{subject to} & \quad y_i - \langle w, x_i \rangle - b \leq \varepsilon + \xi_i \\
& \quad \langle w, x_i \rangle + b - y_i \leq \varepsilon + \xi_i^* \\
& \quad \xi_i, \xi_i^* \geq 0.
\end{align*}$$

(5)

In (5), $\varepsilon$ denotes how much each predicted $f(x_i)$ is allowed to deviate from $y_i$, and $C > 0$ determines the penalty for these deviations. We can tune these parameters to trade between overfitting and generalization ability of the model. The details of the solutions will not be discussed here due to limited space, readers can refer to [11] for a more detailed explanation of solution to the optimization problem.

2) Non-Linear Extension: Non-linearity in support vector regression is achieved by mapping the input space into a higher dimensional feature space, and then applying the optimization problem that was described in the previous section [17]. In this work we use Radial Basis Function (RBF) kernels, as they achieved lowest prediction error for our power prediction scenario. The modified problem constraints and the RBF kernel are defined in (6).

$$\begin{align*}
y_i - \langle w, \varphi(x_i) \rangle - b & \leq \varepsilon + \xi_i \\
\langle w, \varphi(x_i) \rangle + b - y_i & \leq \varepsilon + \xi_i^* \\
K(x_i, x_j) &= \exp(-\gamma \|x_i - x_j\|^2)
\end{align*}$$

(6)

3) Parameter Selection: The SVR model that was described in the previous section is mainly identified by $\varepsilon$, maximum allowed deviation from predicted value, $C$, the penalty assigned to these deviations, and $\gamma$, the kernel scaling parameter. We use cross-validated grid search [17] for each house in the data set, and found that $\varepsilon = 0.1$, $C = 10$, and $\gamma = 0.001$ achieve the best average result over all houses. Since we have implemented this model in an embedded environment, the runtime of prediction training is important and we cannot perform grid search for each training.

IV. APPLICATION: OPTIMAL BATTERY FLOW PROBLEM

PV installations, along with batteries, have become an economically viable option when exploiting the current trends in electricity pricing (e.g. time of use pricing) to provide monetary savings [6]. Smart control algorithms, such as optimal battery flow solutions, are required to maximize the benefits of these systems. Akyurek et al. [4] describes an optimal and low complexity control algorithms that smooths out the intermittent output from renewable electricity sources, while storing extra generated energy to minimize cost. The algorithm takes house power consumption profiles as an input. Although accurate time series prediction is a computationally heavy operation, using a powerful general purpose device in each house for this purpose is not cost-effective. Instead, we propose to perform time series prediction on resource-limited edge devices and use the optimal battery flow problem as a viable application that can tremendously benefit from such prediction. In this application, the controller requires the power demand forecast along with expected solar generation for the upcoming day (next 24 hours) in the beginning of every day. The optimization is described by:

$$\begin{align*}
\text{minimize}_{bat} & \quad \text{Cost}(bat, \text{loadForecast}, \text{pvForecast}) \\
\text{subject to} & \quad L\text{Power} < bat < U\text{Power} \\
& \quad L\text{Charge} < \text{SoC}(bat) < U\text{Charge}.
\end{align*}$$

(7)

In (7), battery flow is denoted by $bat$ and it is constrained by battery power bounds, $L\text{Power}$ and $U\text{Power}$. Battery state of charge is also marked by $\text{SoC}$ which is bounded by battery energy bounds, $L\text{Charge}$ and $U\text{Charge}$. The true value for consumed power on each day along with optimal battery flow, $bat$, solar generation prediction (as explained in V-A), $\text{pvForecast}$, and power prediction for the day, $\text{loadForecast}$, is then used to calculate the savings from using these algorithms. The results are reported as cost reduction compared to the case were batteries are not used. Figure 1 shows the prediction, optimal battery flow solution, and cost saving computation.

A. Cost Definition

We use quadratic cost that approximates multi-tier pricing. This method has been used throughout literature (i.e., [27] [4]), as it encourages a flatter profile and it is employed by utility companies. We incorporate the same method from [4] and use prices from San Diego Gas & Electric [28]. We report cost reduction as a percentage of the actual cost.
B. Algorithm Overhead

Since our goal is to run prediction algorithms on embedded edge devices, we need to limit the computational overhead of the prediction algorithms. The algorithm that is used to solve the battery flow problem matches these criteria, as it has $O(n^2)$ algorithmic complexity, where $n$ corresponds to the maximum prediction horizon. Since $n$ is bounded in our implementation ($n = 24$ hours), the overhead of this algorithm will be dominated by more complex SVR and LR predictors.

V. Results

In this section we present the detailed evaluation of the estimation methods presented in the previous section. We implemented these methods on an embedded computer (representing a typical edge computing device) and compared them in terms of accuracy, computational overhead and energy consumption. Computational overhead analysis is crucial since embedded devices offer limited CPU power and memory availability. Also, energy efficiency of embedded algorithms is important due to pervasiveness of embedded edge devices in IoT and scalability concerns.

While other works present Least Square Support Vector Machines (LS-SVM) [16] [17] and Neural Networks [18] [13] as accurate demand prediction algorithms, our initial analysis of runtime and memory requirements of these algorithms showed that they demand large datasets and abundance of processing power to achieve such accuracies. We therefore excluded these methods from our analysis.

A. Methodology

We implement our algorithms on a Raspberry Pi 3 device as an embedded testbed. We choose this platform as it is available at low cost, widely used within similar works, and offers great software and community support [12]. We use real residential power consumption and solar generation traces, obtained from Pecan Street dataset [29]. This dataset contains power consumption and solar generation of multiple houses with 15 minute granularity. To assure the generalizability of our conclusions, we compute the averages of statistics over 47 different house (4 of which include solar generation data) from Pecan Street power consumption time series to ensure that our selection covers sufficient variation across houses. Each house is represented by approximately 2 years of data. Since solar prediction is not the subject of our work, we add 14% noise to the real solar trace to simulate prediction with 14% error, which according to literature [30] is reasonable. We do not investigate the effect of solar prediction accuracy in this work, as it has been investigated by literature thoroughly [30], and instead focus on power consumption time series prediction and its impact on residential energy control.

We measure the power prediction accuracy with normalized mean absolute error (NMAE). Equation (8) shows the error formula for predicting a vector $y$ of length $k$ (corresponding to power consumption time series) using the prediction vector $\hat{y}$. This equation shows how to present the error as a percentage of the average of the predicted variable.

$$NMAE(\%) = \frac{\sum_{i=1}^{k} |\hat{y}(i) - y(i)|}{\text{average}(y)} \times 100 \quad (8)$$

In order to measure energy consumption of each method, we insert a 0.1Ω shunt resistor in the supply line and measure the voltage and current delivered to Raspberry Pi 3. We subtract the idle energy consumption from measurements to achieve the net energy draw of each method.

B. Model Accuracy

1) Information Theoretic Redundancy Analysis: As was mentioned before (Section III), prediction of power consumption over the course of day $d$ is calculated using 24 models with horizons varying from 1 hour to 24 hours. In this subsection, we analyze the predictability of predicted sequence, $P(d)$ given $P(d - 1)$ as predictor, using redundancy metric. We calculate redundancy by

$$\text{Redundancy} = \frac{I(P(d), P(d-1))}{H(P(d)) + H(P(d-1))}, \quad (9)$$

where $I$ is the mutual information, and $H$ is the entropy. Figure 2 shows the redundancy for different prediction horizons. In this figure, each vertical bar corresponds to a different house and the prediction horizon varies along the y-axis. Warmer colors show predictability, while blue corresponds to randomness. This figure allows us to gain an insight on how predictable power consumption of each house is given data from the day before. Ideally a perfect forecast can be obtained if the information theoretical redundancy is 1 and a value of 0 indicates no prediction is possible due to randomness. However, the redundancy values are very small for almost all of the houses that are available in this dataset, except for shortest horizon (which corresponds to persistence). Different houses show different predictability behavior, which will translate in a wide range of possible prediction errors. This also means that the expected prediction error is high. Our various experiments with different predictors confirm this analysis. However, we also demonstrate that every improvement to the prediction accuracy translates to considerable cost savings (Section V-C).

2) Accuracy vs. Training Set Length: First, we analyze the effect of training set length in the accuracy of the model. The training set consists of $D$ days worth of power consumption data for 24 hours of the day, as well as environmental data for each day. Each trained model is tested for 30 days forecast, and the error is averaged over this period. Figure 3-(a) shows the effect of increasing training set length $D$ on the accuracy of each model, which is characterized by NMAE (Equation

---

**Fig. 1:** Optimal load flow problem solution and cost saving calculation flowchart.
In this experiment, we fix the battery capacity to 20 kWh, and average the cost savings over one month period. Figure 3-(c) shows the cost reduction as a function of prediction accuracy for both SVR and LR models. We also mark the best fitted linear line over the data to emphasize the general trend. It is evident that as the model becomes more accurate (less error) the cost saving increases, and vice versa.

D. Algorithm Overhead Analysis

One of the crucial aspects of programs running on embedded edge devices is their computational overhead. This section analyzes the overhead of different prediction models by comparing their runtime on our embedded testbed (see V-A).

1) Training Runtime vs. Training Set length: It is expected that model training time should increase as the training set length increases. Figure 3-(d) proves this behavior on our testbed. The y-axis in this figure is plotted in logarithmic scale. It is clear that training time for SVR in almost all cases is larger than LR, and it increases with a higher rate as the training time rises. However, as figure 3-(a) shows, prediction error decrease rate is lower for models with training length more than 15 days. This demonstrates that using larger datasets may slightly reduce prediction error. But this reduction substantially increases the computational overhead.

2) Memory Requirement vs. Training Set length: IoT applications rely on several embedded computers with small available memory. Since prediction performance depends highly on training dataset (consisting of historical data), memory size of a device can quickly become a bottleneck for an IoT application. We analyze memory requirement of the training stage of both SVR and LR models. We use a separate process to monitor the memory required by the training phase, and report the maximum observed value that is averaged over several experiments on different house data. Figure 3-(e) shows the maximum memory used during training as a function of training set length for both LR and SVR models. Memory requirement for small training sets is almost similar for both models. However, as the models get larger, SVR uses larger memory for the training phase, up to 50MB. This requirement can become a serious disadvantage for some edge devices, since they may have limited physical memory or multiple applications competing for the available memory space.

E. Energy Consumption

Energy is another important constraint of embedded edge devices, which have limited power budget, or have to rely on batteries during outages. To address this issue, we measured the energy consumption of the training phases of both SVR and LR models. The results are presented in Figure 3-(f), which shows that apart from the small and low accuracy cases, SVR always requires more energy on average per training forecast model. The gap between the energy requirement of SVR and LR gets bigger as the training set grows. This observation raises concerns about SVR’s scalability for using bigger datasets on edge devices. However, within the analyzed model sizes, all models demand an amount of energy that is well within the battery capacity of a battery-powered device. By comparing the energy consumption values to the capacity of a normal cell phone battery (i.e., 2000mAh), we observe that even the largest analyzed SVR model (training set length 30 days) is trained using only 0.01% of the battery capacity.

VI. CONCLUSION

We have analyzed SVR and LR prediction models in terms of their accuracy, runtime, memory requirement, energy con-
sumption, and their capability to provide cost saving through optimal load flow problem in households with batteries and solar generation installed. We showed that although the household power time series has a sporadic nature (which translates into high prediction error), we are able to use these models to forecast 24-hour power consumption. Our study reveals that SVR is able to achieve 21% less prediction error compared to LR, while LR shows better scalability characteristics for larger training sets. We demonstrate how this increased accuracy translates into 16% more cost savings for users through solving the optimal battery load flow problem. Our work proves that both models are suitable for IoT applications implemented on embedded edge devices. However, for larger scale problems LR showed better scalability characteristics compared to SVR, while SVR’s predictions were more accurate.
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