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Abstract—In 2020 there will be more than 50 billions of interconnected devices composing the Internet of Things (IoT) to enable fine-grained sensing and actuation in a variety of fields, from smart environments to healthcare. A large part of IoT devices are powered by batteries that need to be changed or recharged frequently. Also, IoT networks require replacement of defective parts for meeting Quality of Service (QoS) targets, with high associated costs. Maintenance and energy efficiency represent important limiting factors to such growth. In this paper we formulate a comprehensive problem for reducing IoT energy consumption subject to QoS and reliability constraints. We then propose a framework to dynamically manage reliability and energy consumption using convex optimization. The proposed framework leverages model identification techniques for efficiently identifying reference values at runtime.

I. INTRODUCTION

The Internet of Things (IoT) indicates the seamless interconnection of an extremely large number (billions) of devices to enable pervasive sensing, communication, computation and actuation in the physical world [11]. A distinctive aspect of IoT is its rapid development. In the recent years, smart devices outnumbered human beings and it is expected to reach 50 billions of interconnected devices in 2020 [18], with an average of 6.5 devices per person. Recent studies say that the IoT market is expected to grow from $157.05 billion in 2016 to $662 billion in 2021, at a Compound Annual Growth Rate (CAGR) of nearly 33 percent during that time interval [3]. With such numbers involved, it is no surprise that IoT has been recognized as a fundamental component of the fourth industrial revolution [20].

The IoT spans across applications in every field of human life: industry, environment, agriculture, smart cities, smart homes, healthcare and more [4]. In every application, the goal of IoT is to deliver Quality of Service (QoS) to the user, which can be defined in terms of accuracy, availability, stability and user satisfaction.

The industry is shaping around this new paradigm. Every major tech company today, such as Samsung, Intel, Microsoft and Apple, have an IoT department, and IoT-related startups are flourishing [8], [11].

Like any revolution, the IoT faces dramatic challenges that put limitations to its growth. The IoT is composed by different devices coming from different vendors, so standardization is required for seamless integration. The large amount of data flowing also poses problems of interoperability, data fusion, noisy data. The communication of sensitive data creates problems related to security and privacy. A large part of IoT devices is powered by batteries that need to be frequently changed or recharged, making energy efficiency a primary requirement. Moreover, the large networks of devices composing the IoT require continuous maintenance for the replacement of defective parts, with high associated costs [5].

To better motivate this work, we consider the SmartSan-tander project [19]. The Santander facility in the Smart- Santander project employs around 2000 devices installed in the city center for environmental monitoring. Nodes in the network can cease to operate for either battery discharging or for hardware failures. If we assume that a network like the one described in [19] is composed by low cost devices powered with coin cell batteries that are $1 each, then replacing all the batteries in the network would be a cost of $2000. Also, the price of a single IoT device may range from $20 up to $200. Replacing all the devices in the Santander facility could range from $40000 to $400000. Such estimates do not account for the cost of continuous assistance, human labor and lost productivity, which can be an important portion of the total cost. These costs will scale at least linearly with the size of the IoT network, which will grow consistently in the next years. For example, Cisco is currently tracking 28 millions devices on its IoT network, and adding a million devices a month [2].

Dynamic management of systems has been used extensively for energy, thermal and reliability management in traditional devices such as personal computers, mobiles and data centers [6], [14]. However, a flexible framework for IoT energy and reliability management is still missing.

In this work we address these two key problems in IoT: energy efficiency and reliability, intended as integrity and functioning of IoT devices. We formulate the problem of reducing energy consumption subject to QoS and reliability constraints. We then propose a framework solving this problem to dynamically manage the IoT networks. Such framework relies on model identification techniques to extract reference values and employs convex optimization to adjust control decisions.

II. PROBLEM FORMULATION

We consider the structure of IoT illustrated in Figure 1. We assume that the IoT devices are organized in networks communicating with the Cloud through a number of intermediate stages, also called the IoT fog (for example, gateways and routers).

The IoT devices have limited computation and storage capabilities, while the Cloud has virtually unlimited storage and
can run computations quickly and efficiently. We assume that a network implementing a certain IoT application is composed by \(N\) devices. We also assume that each device \(i = 1, ..., N\) is characterized by \(M\) utilization metrics, contained in a \(M\)-dimensional vector \(u_i\).

The problem of reducing energy consumption subject to QoS and reliability constraints is formulated for each network of sensors as follows:

\[
\min_{u_i} \quad \|P(u, t)\|^2 = \| \sum_i P_i(u_i, t)\|^2 \\
\text{s.t.} \quad QoS(u) \geq QoS_{\text{target}} \\
R_{\text{predicted}}(u_{\text{predicted}}, t_{\text{life}}) \geq R_{\text{target}}
\]

In this formulation, each constraint should be maintained for each for \(k = k_0, ..., k_0 + L\), within a predefined horizon \(L\). The term \(u\) is a \(M \times N\) vector, containing the utilization metrics of each sensor. The total power consumption of the network \(P\) is a function of \(u\) and of time \(t\), and can be expressed as the sum of power consumptions \(P_i\) for each sensor \(i\). The quality of service \(QoS\) is a function of \(u\) and it is required to be greater or equal than the target value \(QoS_{\text{target}}\). The predicted reliability \(R_{\text{predicted}}\) at the target lifetime \(t_{\text{life}}\), depends on the predicted utilization metrics \(u_{\text{predicted}}\), and must be greater or equal than the target value \(R_{\text{target}}\).

At each activation interval \(k\), the problem is solved and the solution is a vector \(u\), determining the desired utilization metrics for the next interval.

As illustrated in [7], an optimization problem belongs to the class of convex problems if the objective function and the constraint functions are convex. The objective function is clearly convex, as it is expressed as a squared norm of a vector. As for the two constraints, we require that they are identified at runtime as convex functions.

If the problem is convex, it is possible to use an embedded convex solver. In this work, we use the CVX package. CVX is a package to specify and solve convex programs [10], [9]. Furthermore, problems that are correctly formulated for the CVX package can be translated into C++ code using the CVXGEN tool [13]. Therefore, an embedded convex solver can be cross-compiled to run on a target IoT device. In the following, we explain the nature and the role of the problem parameters more into details.

The utilization metrics in \(u\) should be identified as parameters that strongly influence the power consumption of the system. These are, for example, the activity ratio of the device, the residency of processor power states, operating frequency, transmitting and receiving rates. A fundamental requirement is that they can be monitored at runtime. We assume that the utilization metrics can be influenced by a set of control knobs \(C\), such as duty cycling, power gating of hardware components, dynamic frequency scaling (if supported) and manipulation of transmitting and receiving rates.

Thanks to this, it is possible to build a model for power consumption of the IoT devices based on the utilization metrics. To make this possible, we require at least one device for each class of device to be equipped with a monitor to measure the real power consumption, so that model identification techniques can be used to extract the function \(P(u)\).

Maintaining a target Quality of Service (QoS) is the goal of IoT applications. Since the IoT is a user-centric paradigm, the \(QoS_{\text{target}}\) is defined as the minimum \(QoS\) that meets user expectation and provides quality experience. For each application and for each network, the \(QoS\) should be modeled and expressed as a function \(QoS(u)\) of the utilization metrics, which takes values in the range \([0, 1]\). To build such a function, it is required to collect feedback from users at runtime. This can be obtained directly from users, with online evaluations on personal mobile devices. This is possible since many IoT applications have their own mobile app. Otherwise it can be obtained indirectly, for example by monitoring facial expressions of the user through the built-in cameras of their mobile devices [21].

Reliability \(R(t)\) is defined as the probability that a system does not fail before time \(t\). It is a monotonic (decreasing) function of time and assumes values in the range \([0, 1]\). In this work, we assume that each IoT device has its own reliability function \(R_i(u_i, t)\), that depends on the utilization metrics and that can be computed online. Assuming a certain predicted utilization \(u_{\text{predicted}}\), for each device, from the current time instant until \(t_{\text{life}}\), the same model can be used to estimate the predicted reliability at the target lifetime \(R_{\text{predicted}}(u_{\text{predicted}}, t_{\text{life}})\). Then, the predicted reliabilities of the individual devices are combined to express the predicted reliability of the IoT network \(R_{\text{predicted}}\). We assume the case of a general series-parallel combination model, where the reliability of a series is \(R_{\text{series}} = R_1 \times R_2 \times ...\) and the reliability of a parallel is \(R_{\text{parallel}} = 1 \times (1 - R_1) \times (1 - R_2) \times ...\).

The formulated problem assumes that the IoT network target lifetime \(t_{\text{life}}\), target reliability \(R_{\text{target}}\) are predefined and provided as input parameters.

### III. Framework Architecture

Figure 2 shows the components of the proposed framework. This is composed by models for reliability (R), power (P), quality of service (QoS) and control decisions (C), and by a
Control Engine. This is subdivided in an Upper Layer and a Lower layer.

All the computations involved in the control decisions and the model updates take place in the Cloud. The IoT device is only responsible for updating its own utilization log and communicate it periodically to the Control Engine. The utilization log is a vector of numbers where the first element is a time stamp and the remaining elements are the components of $u_i$, where each entry is value accumulated from the last sampling interval.

The reliability model $R$ is derived from accelerated testing on devices and the impact of physical degradation phenomena. For example, degradation of integrated circuits is described on devices and the impact of physical degradation phenomena in terms of models for Negative Bias Temperature Instability (NBTI), Time Dependent Dielectric Breakdown (TDDB) and other degradation mechanisms [14]. We assume each IoT device to have its own reliability function, expressed as a function of the utilization metrics.

The power model $P$ is identified online. Assuming a network of IoT devices of the same kind, at least one of them should be equipped with a power monitor. Such nodes are called power spies. By sampling power and utilization metrics at a constant rate, data can be fed to a model identification algorithm. As an example we consider the Recursive Least Square (RLS) algorithm to derive a linear model [12]. The main advantage of RLS is its very fast convergence. The drawback is high computational complexity, which can be resolved with low overhead by the Cloud. The power spy transmit utilization metrics log together with a power log to the control engine, which process the data and updates the parameters in the stored power model. No computation is performed by the power spy itself. In the end, the control engine maintain and updates a model for each type of devices.

The idea of RLS is to derive a linear model of the kind $y = ax$ given noisy measured data $y^* = ax + \epsilon$, where $y$ is the system output (for example power), $x$ is the input (in this case, the utilization metrics), $a$ is a vector of coefficients and $\epsilon$ is noise. RLS will implement recursive formulas to update the coefficients $\hat{a}$ at runtime to minimize the following quantity over the previous $k$ sampling intervals.

$$\min_{a} \sum_{i=0}^{k-1} (\hat{a}x_i - y_i)^2$$

The quality of service model QoS is also identified online. The control engine receives periodical feedback from users to determine the current status of quality of a specific IoT application, and correlates it with the utilization metrics of the devices participating in such application. Then, similarly as for power, it employs model identification such as RLS to derive a model for QoS.

Finally, our framework requires a model $C$ to convert the solution of the optimization problem, expressed in terms of desired utilization metrics, into actual control decisions. This requires characterizing how each control knob impacts on the utilization metrics. For example, for obtaining an activity ratio (utilization metric) of 50%, the control decision can issue a duty cycling of 50% using power gating (control decision).

In the control engine, for computation efficiency the problem is subdivided into a upper layer and a lower layer. The motivation is that reliability changes takes place on a higher time scale with respect to that of interest for power management decisions. The upper layer activates at a slow rate, while the lower layer activates at a faster rate. Given this, the lower layer solves the same problem of Equation 1, where the constraint in Equation 7 is replaced by the following.

$$u_{average} \leq u_{ref,UL}$$

Where $u_{ref,UL}$ is the average utilization constraint computed by the upper layer by solving the following optimization.

$$\min_{u} \|R_{predicted}(u_{predicted}, t_{life})\|$$

s.t. $R_{predicted}(u_{predicted}, t_{life}) \geq R_{target}$

Where $u_{predicted}$ indicates the average of utilization metrics predicted from the current time interval until $t_{life}$. Such prediction can be computed with an exponential moving average [14] where the new sample is the most recent $u$. If $R_{predicted}$ is a convex function of $u$, then this problem can be solved with an online convex solver such as CVX.

IV. RESULTS OF PREVIOUS RESEARCH

Our previous research in power and reliability management for mobile devices demonstrates the importance of having a QoS-aware and user-centric management. Also, we highlight the significance of designing a framework with a low overhead implementation and that is easy to port and modify.

In our previous work in [16] we proposed application-dependent power states: a simple online model for mobile power consumption. Based on that we formulate a management problem to improve performance under battery lifetime constraints, and implement the controller on a real Android device. The lightweight implementation can be installed on any Android-based device. In our experimental evaluation, we
verify that the proposed strategy can meet user experience requirements with a battery lifetime extension of at least 25%.

In our previous work in [17] we proposed a framework for user experience-aware power management of mobile devices. The proposed technique modulates the operating conditions based on application-specific user preferences to meet quality of experience requirements. The implementation is lightweight and does not require restructuring the operating system. We implemented the technique on a Google Nexus 5 and we demonstrated that it can achieve up to 46% of application-specific savings on power consumption and up to 35% savings at the device level. More detailed results of the proposed QoS-agnostic manager are reported in Figure 3, compared to a QoS-agnostic manager, for a range of popular mobile applications.

In our previous work in [14] we proposed a hierarchical controller for multicore processor dynamic reliability management, exploiting the major gap between the time scales of workload variations and reliability loss. We improved user experience by locally relaxing reliability-induced operating point constraints, while meeting them over the large time windows relevant for reliability. With respect to the state-of-the-art, this solution guarantees timely execution of 100% of QoS-critical tasks. Work in [15] then presented the first complete software implementation on a real device of a low-overhead, Android-compatible workload-aware dynamic reliability manager for mobile multiprocessors. We discussed the design challenges and the runtime overhead involved. We also show the effectiveness of our governor in guaranteeing the predefined target lifetime and show that it achieves up to 100% of lifetime improvement with respect to traditional governors, while providing comparable performance for critical applications.
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