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This paper presents a wireless multicast tree construction algorithm, SWIM (Source-initiated WIreless Multicast). SWIM constructs a tree on which each multicast destination has the minimum possible depth (number of hops from the nearest source). It is proved that SWIM is fully distributed, with a worst case complexity upper-bounded by $O(N^3)$, and an empirically found average complexity of only $O(N^2)$. SWIM forms one shared tree from source(s) to the multicast destinations; yet, as a by-product, it creates a multicast mesh structure by maintaining alternative branches at every tree node, thus providing robustness to link failures. This makes it suitable for both ad hoc networks and access networks with multiple gateways. In terms of minimizing the number of forwarding nodes, SWIM is optimal for unicast and competitive with the state of the art for multicast, outperforming the best known distributed approaches from the literature except for the multicast ad hoc on demand distance vector (MAODV) algorithm. However, simulations of the MAODV algorithm alongside SWIM on a large set of network instances show that the depth minimality of SWIM leads to lower average delay per multicast destination. It is also shown that the delay performance of SWIM is virtually unaffected by the presence of low mobility in the network.
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1. INTRODUCTION

In multi-hop wireless networks, such as mobile ad hoc networks and mesh networks, multicast sessions from a source node, gateway (or set of gateways) to a group of destinations, often occur. Such sessions are sometimes delay sensitive (in the case of, for example, near-real-time applications). Rather than sending the data along unicast routes to each destination, it is desirable, primarily to avoid burdening the network with unnecessary transmissions, to construct a multicast route [1]. A good multicast tree will make efficient use of the bandwidth-or energy-constrained wireless links [2, 3], avoid bottlenecks at multicast source nodes and maximize energy efficiency by keeping the number of forwarding nodes (NFN) low, while maintaining a sufficiently low delay for each destination. To keep the delay low, it is of interest to make the depth of each destination on the multicast tree small.

Our aim is to develop an algorithm that keeps the depth of a destination node to a minimum, while keeping the NFN as low as possible. Minimizing NFN requires a solution of the Wireless Multicast Tree (WMT) problem: finding a routing tree with the minimum number of transmissions needed to reach all destinations; the tree needs to dominate, but not necessarily include all destination nodes. An illustration of this is given in Fig. 1.

The WMT problem is an NP-complete problem [4]. To see this, it suffices to show that any instance of the Steiner Tree problem can be converted to an instance of WMT in polynomial time (see Fig. 2): simply add dummy neighbor nodes to each of the nodes to be covered by the Steiner tree (except one, the source), and then solve the wireless multicast problem for the specified source and with the set of dummy nodes as the multicast group. For a detailed survey on the Steiner Tree Problem, refer to [5, 6].
The multicast group is $M = \{A, B, C\}$. Node $S$ is the source. For the wired case, the routing tree (i.e. the Steiner Tree) consists of the nodes $\{S, A, B, C, D\}$. This is the smallest tree containing $\{S\} \cup M$. In the wireless case, allowing MAC layer broadcast (a.k.a. the wireless multicast advantage,) one transmission from $D$ suffices to reach both $A$ and $B$. So, the optimal WMT consists only of the nodes $\{S, D, B\}$.

In this paper, we approach the wireless multicast problem with two goals: the main goal is to obtain a multicast tree with minimum depth to decrease the forwarding delay, while keeping NFN as low as possible, in the single-source case. The secondary goal is to obtain a multicast mesh, for suitability to the multiple-source scenario and also robustness to link failures and mobility.

The reason for the second goal is our conviction that the multiple-source scenario is important, especially with the emergence of wireless mesh networks (WMN) as access networks for widespread wireless networking, with all the self-organization, self-configuration and self-healing properties of this architecture [7, 8]. In the mesh network scenario, outside access (access to larger networks) is provided by several gateway nodes in the network. Clearly, it may be advantageous for different network nodes to be accessing different gateways depending on their respective proximity to these gateways. In this case, insisting on a tree can lead to a poor solution; rather, a multiple-source routing graph needs to be considered.

In many applications of mobile ad hoc networks and WMNs, the network contains nodes that may be mobile (or portable), which act both as end users and routers. WMNs, however, also contain mesh routers, which tend to be stationary and act as gateways through which the mesh clients access larger networks. The gateway/bridge functionality of the mesh routers enable the integration of WMNs (and structures such as ad hoc and sensor networks) with various networks, including the Internet, cellular networks, WiMAX, etc.

Combining both goals, the problem considered in this paper involves a node (or a set of nodes) acting as a source to a group of other nodes, the multicast group, that have requested the same data. The vision is to relieve the bottlenecks forming at sources [2, 9], and be bandwidth and energy efficient.

The main contributions of this paper are the following:

(i) Source-initiated Wireless Multicast (SWIM) is depth optimal by construction in both single- and multiple-source cases; it forms a routing graph where the hop count of each destination to the nearest source is as small as possible. In terms of NFN, SWIM is optimal in the unicast case and exhibits good average performance in multicast and broadcast scenarios. Correct distributed operation without increased complexity is ensured in the multiple-source case, while taking advantage of multiple sources lowers depth and NFN significantly.

(ii) It is observed that the wireless multicast problem inherently contains the problem of finding good Set Covers at various levels from source(s) to destinations. This observation is used to devise a distributed and low-complexity routing algorithm based on a well-known Greedy Set Cover.

(iii) Finally, a method is developed for creating alternative routing trees, which are desirable especially in the case of mobility [10] and in multimedia streaming [11] for reliable transmission.

The rest of this paper is organized as follows: in the next section, we discuss related work reported in the literature. Section 3 introduces the proposed algorithm SWIM. The correctness and complexity analyses of SWIM are presented in Section 4. In Section 6, the performance of SWIM is explored through extensive simulations and compared with several algorithms from the literature. In section 7, a method to use existing table-based unicast algorithms for SWIM tree construction is given. Section 8 presents an extension of the algorithm for dynamic networks. In section 9, the generation of alternative paths is explained. Section 10 presents concluding remarks and outlines future directions.

2. RELATED WORK

Interest in wireless multicast has risen rapidly in the last decade [12]. A number of multicast routing algorithms have been developed, focusing on different priorities such as low latency, energy efficiency and so on [13]. A notable multicast tree formation algorithm, for both weighted and not-weighted
graphs, appears in [14]. This solution is based on merging optimum unicast routes and pruning the resulting subgraph. A different approach is presented in [15]: the objective is to select the minimum number of nodes in the network that are ‘on’ (and keep others turned ‘off’), while keeping a communication path from the source to the destinations, by utilizing information about the geographic position of the nodes in the network. A minimum spanning tree is calculated on the final state to further reduce the number of ‘on’ nodes. Another notable multicast routing heuristic presented in [16] relies on clustering and a certain medium access control (MAC) protocol [17].

There is a richer literature on wireless broadcast, which is a special case of the multicast problem. Much of the recent work on broadcast has considered energy efficiency, and power control [15, 18, 19]. Iterative Maximum-Branch Minimization, proposed in [20], constructs an iterative mechanism for reducing power in a source-initiated wireless broadcast tree, with the objective of minimizing the total required power. Another iterative method with an energy-efficiency objective is presented in [21], where integer programming has been used.

NP-hardness of the minimum energy broadcast problem in metric space was proved in [22] and, later in [23], it was shown under more general conditions that power-optimal broadcast is NP-complete. Wieselthier et al. [18] proposed several broadcast tree heuristics: Broadcast Incremental Power, broadcast link-based minimum-cost spanning tree and broadcast least unicast. It is worth noting that multicast versions of these, namely, multicast incremental power, multicast least unicast and multicast link-based minimum-cost spanning tree, have also been proposed. These algorithms have some commonalities with the algorithm proposed in this paper: worst case complexity of \( O(N^3) \), optimality in the unicast case and containing a sweeping operation to remove unnecessary transmissions. However, not all of these are distributed and, moreover, their closeness to the optimal tree in terms of the number of transmissions, in other words, NFN was not studied. Moreover, as these algorithms are based on power control, which is out of the scope of our treatment, they are not directly comparable with our solution.

More recently, an algorithm specifically developed for voice multicasting with the purpose of minimizing NFN was proposed in [24]; however, this protocol does not address the multiple-source case.

Minimizing the depth of each destination from the nearest source ideally minimizes the maximum forwarding delay. It is harder to argue about queuing delay, or throughput under imperfect channels, with medium access limitations; however, these are harder to model as they require information about traffic patterns and channel state processes. But realistic performance metrics, such as Delivery Ratio, Average Delay and Maximum Delay, are also studied through a real-time event-based ns3 simulation environment. In addition, issues such as resilience to link failures, distributed implementation, messaging overhead and computational complexity will be addressed as primary concerns in the development of SWIM, which is intended for real-life implementation. The NFN properties of SWIM will also be studied. NFN, in contrast to tree depth, is more directly related to the transmission energy efficiency, rather than delay.

While a full experimental comparison, including realistic channel models and packet arrival models, requires a separate study, one can readily make a conceptual comparison between two well-known protocols and our proposal as follows:

(i) Multicast \textit{ad hoc} on demand distance vector (MAODV) forms a ‘shared tree’, that is, one tree connecting the source(s) with the multicast destinations, without explicitly optimizing tree depth by taking advantage of the Wireless Multicast Advantage.

(ii) On-demand multicast routing protocol (ODMRP) on the other hand, forms a mesh rather than a tree: redundant routes are kept for reliable transmission in case of a link failure. SWIM contains the redundant route property of ODMRP though the maintenance of alternative routes.

(iii) SWIM not only finds alternative routes from source(s) to destinations, but also finds alternative routes from the intermediate forwarding nodes to the destinations. This implies that SWIM finds at least as many alternative routes as ODMRP does, implying increased reliability.

Simulations have been done to compare MAODV and SWIM. It should be noted that the simulations in this paper are on a static network model and hence are not conclusive as to which is a better solution under mobility.

Our main aim is to find a tree, connecting a source (or set of sources) to a set of destinations, while finding the optimal depth for all destinations and keeping the NFN as low as possible.

We assume that there is a given set of links between nodes, forming a connected graph, and that each node knows about its one-hop neighbors on this graph. An important assumption is that the wireless multicast advantage will be exploited, that is, the MAC layer enables all one-hop neighbors to hear when a node makes a transmission.

3. THE ALGORITHM SWIM

We can now describe the algorithm SWIM (named after ‘Source-initiated Wireless Multicast’) in some detail. As introduced in Section 1, the main idea of SWIM is to first set hop count levels rooted at the source(s) and then to obtain a single tree using a greedy set cover algorithm. Hence, SWIM works in two phases: (I) level setting and (II) tree formation.

Phase (I) of SWIM could be skipped when the hop count information to the source(s) for all neighbors are already stored by nodes, for example, in proactively created and maintained routing tables of a distance-vector type unicast routing algorithm running in the background. Hence, when SWIM is run on top of such a unicast routing algorithm, it could start directly from Phase (II).
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Starting from the source (left), nodes broadcast their hop number information \( h \) to their neighbors (right).

Using hop count information received from its neighbors, node \( B \) tabulates its neighbors with respect to their distances to the source.

For ease of exposition, we will focus on the single-source case and, later, describe the extension to multiple sources.

SWIM only depends on basic neighbor discovery (Figs 3 and 4), MAC broadcast and a correctly operating link layer that guarantees packet delivery as long as a link is operational. Troubleshooting when a link is broken will also be described as part of the routing protocol, for completeness. We assume that an automatic repeat request (ARQ) mechanism is used to ensure the delivery of control packets, which are used at the construction phase of the tree only.

3.1. Definitions

We now pin down the notation to be used to explain SWIM’s operation. In the table in Fig. 5, local definitions (about information kept by an individual node) and system-wide definitions are separately listed.

3.2. SWIM Phase I: level setting

The main purpose of this phase is to form levels according to the hop distance information to the source\(^1\). This phase is initiated by the source\(^2\). Starting with the source, each node sends (via a MAC layer broadcast) to all of its neighbors its own distance (number of hops) from the source (Figs 6 and 7). The source broadcasts the message 'h(source) = 0'. Neighbors of the source, upon reception, record their distance as 'h(node) = 1' and send it as a message to their own neighbors. During this leveling, sequence numbers are checked at every node for packets received from each neighbor to avoid loops and usage of outdated information.

In general, a node will receive distance messages from each neighbor and will record its own distance to the source as the minimum of these. As the distance-setting process starts at the source itself and is based on the hop count, it is expected to progress in 'levels': with the source being on level 0, its one-hop neighbors being on level 1, etc.

3.2.1. Ensuring correct distributed operation

Considering a distributed system with real-life issues, such as excessive link delays and occasional link failures, it should not be assumed that all messages will be received in order of level, or even in order of generation even from the same sender. To ensure correct distributed operation, sequence numbers are used in the implementation of SWIM: older messages received from a given neighbor are discarded in favor of up-to-date ones (see the SWIM pseudo-code in Fig. 8). Similarly, if, because of excessive delays, a node receives such an update from a neighbor after it has already moved on to the next state, it goes back to the

---

\(^1\)The generalization to multiple sources will follow.

\(^2\)We view the algorithm as source-initiated without loss of generality. When the session request actually originates at a client, this request can be conveyed to the source along a unicast route, following which the source initiates a multicast session as described here.
nodes can simply keep one distance value for themselves, regardless of which source this distance is from, since to each node its immediate source is its parent.

This process converges, provided that there is a finite number of link failures during this phase, and that these failures do not leave a disconnected network. Once all the child–parent designations are complete, we have a directed connected graph (with links pointing from parent to child) that contains the multicast group. The messages in this phase need to be sent with an ARQ mechanism.

3.3. SWIM Phase II: tree formation

In the beginning of this phase, information about the Multicast Nodes Seen in Higher Levels are sent to all nodes, starting from the leaves (nodes furthest from the source) all the way to the source. The pseudo-code for this is given in Fig. 11.

In the tree formation phase, the goal is for each node to tell its children to keep a selection out of all outgoing links, and eliminate the rest. This is related to the problem of choosing a set cover in the following way: suppose node \( a \) has three children, \( b, c \) and \( d \). At the end of Phase I, \( a \) knows that \( b \) can reach \( M_b \subset M \) through its own downstream nodes, \( c \) can reach \( M_c \subset M \) and \( d \) can reach \( M_d \subset M \). Suppose that \( M_b \cup M_c = M_a = M_b \cup M_c \cup M_d \); that is, between themselves, \( b \) and \( c \) cover all possible multicast nodes that \( a \) is supposed to reach. In this case, \( a \) could simply tell \( d \) it no longer needs to relay the multicast packets coming from \( a \), thus the link from \( a \) to \( d \) is taken out of the routing graph, i.e. pruned.

Then, the minimum number of child nodes that node \( a \) needs to keep in the routing tree, while reaching all elements of \( M_a \), is the solution of a minimum set cover problem. It is well known that the minimum set cover is an NP-complete problem. Fortunately, there is a well-known greedy set cover algorithm (see, for example, [25]) that is at most \( \log(d) \) away from optimal, where \( d \) is the size of the largest set.

A greedy set cover is illustrated by an example in Fig. 12.

In summary, here is how the routing tree is obtained: starting at leaves, every client lets its parent node know the subset of the multicast group that it can reach through its children. Once this process has progressed to the source, the source now has information on which multicast group members it can reach via which child (focusing on the single-source case for now). The source runs the first greedy set cover and assigns its children, \( c_i \), multicast group subsets \( M_{ci} \) to cover. For all \( i \), child \( i \) then runs a greedy set cover among its own children to cover \( M_{ci} \). This progresses through the graph until no node which has an assignment to cover remains; at that point, all multicast nodes have been covered, and the pruned graph is a tree. A pseudo-code of Phase II appears in Fig. 11. The messages in this phase need to be sent with an ARQ mechanism.

It is straightforward to extend the tree formation phase to the multi-source case: once all sources have gathered information.
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FIGURE 8. Abbreviated algorithm for SWIM Phase I. Essential parts of both the main routine, h_msg and the local subroutines are provided. Note that the sequence number of the last accepted message from any neighbor is stored, to be compared with the sequence number on the next packet (if any) received from that neighbor.

about which multicast clients they can reach, sources then share this information among themselves. One of the sources is selected to run the Prune function and assign other sources with multicast group subsets, after which the sources each form independent multicast trees. By construction of child–parent relationships, multicast trees formed by two different sources will be disjoint.

4. CORRECTNESS AND COMPLEXITY OF SWIM

Clearly, every element of the multicast group $M$ has at least one directed path to the source(s). Furthermore, every link on this directed path is terminated by a parent and a child node on either end. By construction, Phase I of SWIM will simply identify individual shortest paths to each destination, from the nearest
source node. The union of these paths is not necessarily a tree. However, Phase II will ensure that what remains after pruning is a tree (or a separate tree for each source). This can be proved by contradiction: suppose that node X is receiving data from two different parents. Then, each parent must be sending data to a set of multicast nodes that is reached through X. However, this implies that both parents are able to reach these multicast group members, hence the Tree Formation step would have picked exactly one of those parents to reach X. Hence, X will have only one parent in the final graph, and as this is true for all nodes (and parents are of a strictly lower level than children), there can be no loops.

4.1. Computational complexity of SWIM

The process with the highest order computational complexity is the greedy set cover, which is $O(n^2)$ in terms of the number of sets $n$ [25]. In SWIM, the sets correspond to subsets of the multicast group seen by each child. The number of children of a node cannot exceed the total number of nodes $N$. So, an upper bound on the computational complexity for a node is $O(N^2)$. Accounting for all nodes, we reach the conclusion that computational complexity scales at most as fast as $O(N^3)$.

However, an extensive set of simulations confirm that average computational complexity (for unicast, multicast and broadcast cases) is in fact $O(N^2)$ (see Fig. 13). In the simulations, computational complexity was computed by counting the number of assembly level instructions for every network instance over a sufficiently large number of instances for the running average of this value to stabilize. This was repeated for various network sizes. Nevertheless, note that the counterexample in Fig. 14 shows that complexity can indeed be $O(N^3)$.

4.2. Messaging overhead in SWIM

Messaging in SWIM is done for the accomplishment of three tasks: the first task is categorization of neighbors as parent, sibling and child. In nominal operation (ignoring link failures), each node makes a single constant-sized packet transmission (all three types of neighbors can receive this packet due to the use of MAC-layer broadcast). Considering all nodes in the network, this task entails $N$ messages in total.

The second task is reporting the ‘multicast clients seen’ to the parents. Each node that is not a source, sends this information exactly once, yielding a total of $N - S$ transmissions, where $S$ is the number of sources.

The third task entails each node on the Multicast Tree sending to its children the list of Multicast Clients to be reached. The number of messages sent off in this step is $T \leq N$, where $T$ is the size of the multicast tree, i.e. $N_{FN}$.

Overall, the total number of messages that are sent is upper-bounded by $2N + S - T$, which is $O(N)$. The ARQ overhead will only act as a constant scaling factor since the number of maximum retries is limited. An actual count of messages in our SWIM simulations has been plotted in Fig. 15.

The second component of messaging overhead is the length of messages passed. A particular solution for implementation of the messages described above is provided in Fig. 16, together with approximate lengths. The worst case message length is obtained when the nodes form a line, where the complexity will be upper-bounded by $O(N^2 \log_2 N)$ due to the request packets.

5. DEPTH OPTIMALITY

By construction, SWIM forms a multicast tree on which the depth of any destination node is minimal. Hence, SWIM is
optimal in terms of minimizing the hop count of any node from the source, and consequently the maximum depth (that is, tree height). This is made precise in the following proposition:

**Lemma 5.1.** On the wireless multicast tree computed by SWIM with respect to a given source, the depth of every node is minimal.

**Proof.** Consider a graph with a multicast group $M$ and source $s$, and let $T$ be an arbitrary wireless multicast tree rooted at $s$ covering $M$. Let the depth of multicast node $i$ on $T$ be $d_i$. This means there is a neighbor of node $i$ that is within distance $d_i - 1$ of the source. Node $i$ does not enter phase II of SWIM before it has heard the $h_j$ announcements from all its neighbors $\{j\}$, upon which it sets its $h_i$ field to one larger than the smallest of the $h_j$s. Therefore, at the start of Phase II, $h_i \leq d_i$. As phase II operates in levels, and node $i$ will be on level $h_i$, it will have depth exactly $h_i$, which is smaller than or equal to $d_i$.

It follows by a similar argument that in the multiple-source case SWIM minimizes the hop distance of each destination from the nearest source.

---

**FIGURE 11.** Pseudo-code for SWIM Part II: the information-gathering and tree formation part.

```
pruning_part:
    if ( source )
        set_cover();
        END;
    else
        combine_received_m_msgs();
    END

Wait_for_request_msg_State:
    Wait_for_request_msg();
    if ( request_msg_arrived() )
        set_cover( arrived_msg );
    else
        go_to Wait_for_request_msg_State;
    endif
endif

combine_received_m_msgs():
    M_SEEN = Φ;
    for $i \in C$
        M_SEEN = M_SEEN ∪ M_SEEN( i );
    endfor
    m_msg( M_SEEN );

set_cover( arrived_msg ):
    do
        for $i \in C$
            selected = max( size( arrived_msg->TO_BE_REACHED ∩ M_SEEN( i ) ) );
        endfor
        request_msg( arrived_msg->TO_BE_REACHED ∩ M_SEEN( selected ) );
        arrived_msg->TO_BE_REACHED ← arrived_msg->TO_BE_REACHED ∩ M_SEEN( selected );
    Until arrived_msg->TO_BE_REACHED == Φ
```
Step 1:

<table>
<thead>
<tr>
<th>Neighbors:</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
<th>N5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multicast Clients Seen by Each Neighbor:</td>
<td>M1,M2,M3</td>
<td>M2</td>
<td>M1,M4</td>
<td>M1,M3</td>
<td>M4</td>
</tr>
</tbody>
</table>

Select the Neighbor with the largest set: N1
Send N1 the list to reach: M1,M2,M3
Delete M1,M2,M3

Step 2:

<table>
<thead>
<tr>
<th>Neighbors:</th>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
<th>N5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multicast Clients Seen by Each Neighbor:</td>
<td>Ø</td>
<td>Ø</td>
<td>M4</td>
<td>Ø</td>
<td>M4</td>
</tr>
</tbody>
</table>

Select the Neighbor with the largest set: N3 (could pick N3 or N5 arbitrarily)
Send N3 the list to reach: M4
Delete M4

FIGURE 12. Greedy set cover example: at each step, the largest set is selected. The corresponding child is assigned to the list of Multicast Clients in this set. These multicast clients are then deleted from the sets and the process is repeated.

6. THE PERFORMANCE OF SWIM

The performance of the algorithm will be studied with respect to three different aspects. As a way of judging the performance of SWIM, it has been simulated alongside MAODV, which is one of the most competitive multicast algorithms, and other multicast algorithms reported in the literature. First, the delay

FIGURE 14. An example exhibiting $O(N^3)$ computational complexity: the first hop neighbors of the source need to run the Greedy Set Cover algorithm with complexity $O(N^2)$. Since $(N-1)/3$ nodes run the algorithm, the total computational complexity is $O(N^3)$.

FIGURE 15. Average number of messages that have been passed to build the multicast tree, for various network sizes. For each network size, SWIM was run on 10 000 randomly generated network instances, for the largest possible multicast group in each instance, which is all nodes.

FIGURE 13. $C_S(N) = 0.096N^2 - 2.1N + 35$, is a curve-fitting approximation of the complexity curve observed from the simulation. Computational Complexity Simulation results show that the average computational complexity of SWIM is $O(N^2)$ experimentally.
FIGURE 16. Description of the messages passed by SWIM for all three tasks in Phases I and II.

and delivery ratio performance is simulated in the real-time event-based simulation environment ns3. In the second part, the Depth property of the algorithm is obtained. And in the final part, simulation results related to NFN performance are presented.

6.1. Delay and delivery ratio simulations

Delay (latency) is of significance in many practical applications. In the simulation results reported below, three main delay-related performance metrics have been measured: Average Delay, Maximum Delay and Delivery Ratio. Average Delay is average end-to-end latency over all packets, while the Maximum Delay is the average over all network instances (topologies) of the maximum measured latency over all end-to-end transmissions on each topology. The Delivery Ratio is the successful packet delivery rate averaged over all destination nodes and topologies.

The simulation was performed in ns3, and the setup uses 802.11b WiFi MAC protocol in an Ad hoc mode with a 1 Mbps bandwidth. The total number of nodes in the network \( N \) is increased from 40 to 70. For each case, the results are averaged over 100 topologies. The source generates a user datagram protocol (UDP) flow with a rate of 100 kb. All the three algorithms are run on the same topology for 150 s and there is no mobility. The propagation loss model is the Log Distance Model. The results are presented in the rest of this section.

SWIM is observed to have lower multicast latency than MAODV as expected from its depth minimality. As for the successful delivery ratio, the depth optimality property, which is the strength of SWIM leading to low delay, is also its weakness for delivery ratio: SWIM inherently tries to maximize the number of active outgoing links per a forwarding node. But the larger the number of links, the more points of failure. Hence, SWIM seems to trade-off throughput in favor of minimizing delay, and the comparisons are consistent with this (Figs 17, 18 and 19).

However, there is a mechanism to increase throughput in a SWIM implementation: if increased reliability and higher throughput is desired (for example, when link packet success rates are low), SWIM can increase its success rate, by incorporating alternative redundant paths. It should be noted that alternative paths will cause no additional delay, but they may lead to increased energy dissipation, as more nodes will be transmitting.
6.2. Tree depth simulations

Attaining low depth is where SWIM is expected to have the strongest performance. Comparisons between MAODV and SWIM have been made with respect to Maximum Tree Depth and Average Tree Depth. The algorithms have been run on the same random topologies, generated according to the following simulation settings:

(i) Nodes are placed independently according to the uniform distribution in a unit square region of side length 1.
(ii) Transmission range (the maximum distance between two nodes, such that they are connected) is 0.286.4

The algorithms were run on the same 10000 independent randomly created topologies under the first two of the scenarios below. Only SWIM was run for the third scenario:

(i) Broadcast Simulation: The number of nodes (N) is varied from 20 to 70.
(ii) Multicast Simulation: N = 70, while the number of multicast clients (m) varies between 1 and 69.
(iii) Multi-Source Simulation: N is increased from 20 to 70 under a broadcast scenario. Results are given for 1, 2 and 3 sources.

The results are reported below (Fig. 20).

4This number has been picked because it is the same value that was used in [6], and it corresponds to nodes having a transmission radius of 100 units located in a square area with 350 unit sides.

6.3. NFN simulation

The final performance aspect we consider is NFN, which is roughly related to energy efficiency. Simulation results of SWIM and MAODV will be compared with results obtained under identical simulation settings with the low NFN algorithms

FIGURE 20. Broadcast Simulation results for SWIM and MAODV: maximum as well as average depth over all destinations is plotted as the network size (number of nodes) increases from 20 to 70. SWIM’s superiority in terms of the average as well as the maximum depth is exhibited.

FIGURE 21. Multicast Simulation results for SWIM and MAODV: number of nodes N is fixed at 70, while m increases from 1 to 69. SWIM’s superiority in terms of the average as well as the maximum depth is exhibited.
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FIGURE 22. Multi-Source simulation results for the broadcast case. SWIM takes advantage of the availability of multiple sources to reduce depth.
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FIGURE 23. SWIM is compared with various algorithms in the literature. Although not the best, SWIM performs better than most of the given algorithms, while being close to MAODV. But since delay was the main aim, energy efficiency is only a secondary concern.

reviewed in [6]. These settings are as follows:

(i) Nodes are placed independently according to the uniform distribution in a unit square region of side length 1.
(ii) The transmission range is 0.286.
(iii) The Number of nodes is changed from 20 to 70.
(iv) Only the broadcast scenario is considered.

The results of the NFN simulation are summarized in Figs. 21, 22 and 23.

7. USE OF AN EXISTING ROUTING TABLE

This section shows that when SWIM runs on an existing proactive routing algorithm that stores and propagates hop count or unit-cost distance vector information, it can use the information stored in routing tables to skip the first phase and directly start tree formation. We assume that any node constructs its table from received neighbor information and the routing algorithm can be modified so that the information received from all neighbors (rather than ones with the best distance to each destination) are saved, and that consequently, each node records the hop count of any node to any other node. Conceptual operation of this alternative implementation of the first phase of SWIM is described as follows:

7.1. h-message leveling

The h-Message Leveling can be easily sidestepped when routing table information as described above is available: as any node can compute all of its neighbors’ distances to the source as well as its own, it can construct the neighbor tables given in Section 3.2.

7.2. Relaying of the information: destinations seen

After levels with respect to the source have been formed, each node is supposed to send up to its parent its Seen Destinations. These are the destination nodes that are further down in the multicast tree from i, in other words, destination nodes that are descendants. We claim that this information can be computed by each node, by referring to the stored hop count vectors. Node i knows that it is on the shortest path (hence ‘sees’) destination D if D is a child of i itself, or a child of a child j of i. The first condition is provided by the height information, and the latter condition can be checked with the following simple condition: node j is on a shortest path to destination D with respect to source S if

\[ d(S,i) = d(S,j) - 1, \]
\[ d(i,j) = 1, \]
\[ d(i,D) = d(j,D) + 1 \]

The first and second conditions ensure that j is a child of i, and the last guarantees that j is on the shortest path from i to D. This is made precise in the lemmas 7.1 and 7.2 below.

**Lemma 7.1.** Let \( d(i, j) \) denote the shortest distance between i and j. If \( d(S, i) = 1 \) AND \( d(S, D) = d(i, D) + 1 \), then i is on one of the shortest paths from S to D (Fig. 24).

FIGURE 24. Illustration of the proof of Lemma 7.1: i is on the shortest path from S to D.
Proof. Let \( d(i, D) = x \); then the shortest distance between \( S \) and \( D \) is \( x + 1 \). Note that \( S \) can reach \( D \) over \( i \) in \( x + 1 \) hops. Then \( i \) is on a shortest path.

**Lemma 7.2.** If, for any node \( i \) and its neighbor \( j \), \( d(i, D) = d(j, D) + 1 \) AND \( d(S, j) = d(S, i) + 1 \), then both \( i \) and \( j \) are on the shortest path from \( S \) to \( D \) (Fig. 25).

**Proof.** Apply Lemma 7.1 on \((S, i, j)\) and \((i, j, D)\). \( i \) is on the shortest path from \( S \) to \( j \). Also \( j \) is on the shortest path from \( i \) to \( D \). Concatenating the shortest path from \( S \) to \( i \), with the shortest path from \( i \) to \( D \), we find that \( i \) and \( j \) are on a shortest path from \( S \) to \( D \).

Using Lemma 7.2, any node \( (i) \) can compute, which of its neighbors \( (j) \) can reach a destination \( D \), by checking the conditions of the Lemma, hence the Tree Formation part of the algorithm can start execution at the source without requiring the exchange of any ‘\( h \)’ or ‘destinations seen’ messages.

**8. EXTENSION FOR DYNAMIC NETWORKS**

Changes in network topology, such as link failures, could of course disconnect the tree computed by SWIM, unless the tree is updated with sufficient frequency with respect to the topology dynamics. As a remedy to handle dynamics of network topologies, an extension to SWIM is proposed in this section.

The main idea is to employ topology and tree updates with an appropriately chosen periodicity. To update the topology information in each node in the network, the routing table solution given in Section 7 is used. To update the tree, the source periodically restarts SWIM to compute a new tree. All nodes currently on the multicast tree expect to receive periodic updates. Any forwarding node that does not receive any forwarding request updates over a duration of one period concludes that it is no longer on the multicast tree and stops forwarding any multicast packets it happens to receive. As topology information is updated separately, the number of messages to be sent for each tree update is only the NFN.

The update rates can be changed according to the mobility level in the network. Changes in the set of multicast destinations are similarly handled by the periodic tree updates.

The effect of mobility on performance has been observed by simulations performed on ns3. The mobility model is the Brownian Motion Model(2d Random Waypoint) with node speed distributed between 3 and 5 \( m/s \). 802.11b WiFi MAC with 1 Mb is used for a UDP traffic of 100 kb. The number of nodes in the network has been varied from 10 to 40, while the multicast group size has been fixed at 9. The performance degradation under mobility can be made arbitrarily small by making the updates sufficiently frequent. Of course, the price paid for this is extra overhead. Consequently, there is a trade-off between good performance in a dynamic environment and overhead, which we study next. First, we find out that delay is virtually unaffected by mobility if one pays a 10 percent overhead (see Fig. 26). Here, overhead is defined as the proportion of the total length (in bytes) of all table and tree formation and update messages sent during simulation runtime among all messages sent, including data.

There are two update rate parameters that affect the dynamic behavior of SWIM:

(i) Neighbor (topology) update rate.
(ii) Tree update rate.

In the square region of 2500 m \( \times \) 2500 m in our simulations, according to the mobility model, it takes \( \sim \) 12 min to cross the largest distance in the field. This duration will be our benchmark to select different update periods. In the simulation results
reported below, the following three different rate pair choices have been used:

(i) Low Rate: neighbor update period = 3 min, tree update period = 30 min
(ii) Medium Rate: neighbor update period = 30 s, tree update period = 6 min
(iii) High Rate: neighbor update period = 1 s, tree update period = 1 min

FIGURE 29. Alternative Route Selection: discard the neighbors selected by the Greedy Set Cover algorithm, which is the main route. Then execute a greedy set cover on the remaining neighbors. If the remaining nodes are sufficient to cover the destination set, they may be used as a redundant path to the same destination nodes.
The results indicate that a reasonable level of overhead in SWIM (Fig. 27) allows quite good adaptation to link failures (Fig. 28).

The effect of mobility on delay has been explored for the high update rate pair only, as for lower rates, there is a non-negligible fraction of dropped packets, and computation of delay over successful ones will be misleading. The simulation result is given in Fig. 26.

9. GENERATION OF ALTERNATIVE PATHS

In the presence of mobile clients, or otherwise significantly fluctuating wireless link quality, some applications (such as streaming multimedia) may be interested in maintaining alternative routing paths in the network layer, so that, when a path momentarily fails, data can continue to flow on an alternative one without interruption. In some cases, applications may get higher throughput through the use of alternative redundant paths.

In this section, we propose an addition to the Tree Formation phase of SWIM that generates an alternative to the original path that, loosely speaking, has minimal overlap with the first path. The main idea is to select, at each step, an alternative set cover that complements the original one. The number of alternative trees that can be produced certainly depends on the topology. The alternative route algorithm is illustrated by Figs. 29 and 30.

Since the usage of alternative paths or the number of alternative paths to be used is a user decision, the user may decide to increase throughput and robustness in exchange for energy efficiency. We believe that SWIM offers an implementable solution that will effectively relieve bottlenecks at mesh network gateways, among other applications. With implementation for multimedia streaming in mind, a method is also developed for creating alternative routing trees. While this paper mainly focused on a static network scenario, a repair mechanism for handling topology changes and mobility has been proposed and simulated, with satisfying results under a reasonable amount of mobility. Other future directions include addressing the weighted-graph case (for when links have different qualities or costs) and generalizing the model to allow power control, and developing an algorithm to select the number of alternative graphs based on a given throughput goal.

10. CONCLUSIONS AND FUTURE DIRECTIONS

We constructed a distributed multicast-tree generation algorithm, SWIM. This algorithm achieves an average complexity of only \( O(N^2) \) in the number of nodes \( N \). Despite this low-complexity, SWIM is depth-optimal and obtains a low-average number of forwarding nodes. The key reason for the good performance at low-complexity is that SWIM applies a competitive Greedy Set Cover algorithm at each level from source(s) to destinations. Moreover, the number of messages that need to be exchanged to build the tree is minimal. The power to select the usage of alternative paths increases the throughput and robustness in exchange for energy efficiency. We believe that SWIM offers an implementable solution that will effectively relieve bottlenecks at mesh network gateways, among other applications. With implementation for multimedia streaming in mind, a method is also developed for creating alternative routing trees. While this paper mainly focused on a static network scenario, a repair mechanism for handling topology changes and mobility has been proposed and simulated, with satisfying results under a reasonable amount of mobility. Other future directions include addressing the weighted-graph case (for when links have different qualities or costs) and generalizing the model to allow power control, and developing an algorithm to select the number of alternative graphs based on a given throughput goal.
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